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Abstract- The rapid growth of computer technologies and the 
advent of the World Wide Web have increased the amount 
and the complexity of multimedia information. Currently, 
most images search engines rely purely on textual metadata. 
That produces a lot of garbage in the results because users 
usually enter that metadata manually which is inefficient, 
expensive and may not capture every keyword that describes 
the image. Content-based image retrieval (CBIR) system has 
been developed as an efficient image retrieval tool, whereby 
the user can provide their query to the system to allow it to 
retrieve the user’s desired image from the image database. 
However, the traditional relevance feedback of  CBIR has 
some limitations that will decrease the performance of the 
CBIR system, such as the  classification problem, limited 
information from user problem, and insufficient training-set 
problem. Therefore, in this study, proposed enhanced effective 
method to support the user query based on the representative 
image selection and weight ranking of the images retrieved. 
The support vector machine (SVM) has been used to reduce 
the semantic gap between the user and the CBIR system. 
From these experiments, the proposed learning method has 
enabled users to improve their search results based on the 
performance of CBIR system and saliency map technique for 
detecting foreground image. 
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I. INTRODUCTION 
       Currently, most Web based images search engines rely 
purely on textual metadata. That produces a lot of garbage 
in the results because users usually enter that metadata 
manually which is inefficient, expensive and may not 
capture every keyword that describes the image. On the 
other hand, the Content Based Image Retrieval (CBIR) 
systems can filter images based on their visual contents 
such as colors, shapes, textures or any other information 
that can be derived from the image itself which may 
provide better indexing and return more accurate results. At 
the same time, these visual features contents extracted by 
the computer may be different from the image contents that 
people understand. It requires the translation of high-level 
user perceptions into low-level image features and this is 
the so-called “semantic gap” problem. This problem is the 
reason behind why the CBIR systems are not widely used 
for retrieving Web images. A lot of efforts have been made 
to bridge this gap by using different techniques. In [1], the 
authors identified the major categories of the state-of-the-
art techniques in narrowing down the semantic gap one of 

them is fusing the retrieval results of multimodal features. 
Fusion for image retrieval (IR) is considered as very little 
achievements in the early days of research [2].  
       The proposed method is fusion method with re-
ranking. Due to “semantic gap” problem of Content Based 
Image Retrieval (CBIR) systems, proposed method trying 
to enhance the image retrieval performance by fusing i.e. 
textual and visual features for retrieving and narrow the 
semantic gap problem. Here proposed work will use 
saliency map for detecting the foreground in the image 
which determine salient region in images using low-level 
features of luminance and color and extract low level 
features, morphological features and then along with the 
search label of the image as inputted then based on 
association rule mining algorithm (SVM), images will be 
retrieved based on ranking or score. This will results in 
improve accuracy, less memory space and fast speed. 
Saliency map technique identify salient regions as those 
regions of an image that are visually more conspicuous by 
virtue of their contrast with respect to surrounding regions 
and SVM gives higher better performance in classification 
of image than other data classification algorithm. It is 
mainly used in real world problem like voice recognition, 
tone recognition, text categories, image classification, 
object detection, handwritten digital recognition, and data 
classification. Image classification is the process of 
collecting similar type of images in a single set.  
 

II.LITERATURE REVIEW 
      Early Techniques were not generally based on visual 
features but on the textual annotation of images. In other 
words, images were first annotated with text and then 
search using text based approach from traditional database 
management system [1]. Text based image retrieval system 
uses traditional database techniques to manage images [2]. 
Through text description, images can be organized by 
topical or semantic hierarchies to facilitate navigation and 
browsing base on standard Boolean queries. However since 
automatically generating descriptive text for wide spectrum 
of images is not feasible, most text based image retrieval 
system requires manual annotation of an images 
.Obviously, annotating images manually is a cumbersome 
as an expensive task for large image databases, and is often 
subjective, context sensitive and incomplete[8][9]. As a 
result it is difficult for traditional text based method to 
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support variety of task dependant queries. Numerous 
researches have been carried on this image mining. 
Literature paper presents a survey on various image mining 
techniques that were proposed earlier. Developments in 
area of image acquisition and storage technique have 
shown the way for incredible growth in extensively large 
and detailed image databases [3]. The images which are 
available in these databases, if examined, can provide 
valuable information to the human users. Image mining 
facilitates the extraction of hidden information, image data 
association, or other patterns not clearly accumulated in the 
images [6][10]. Image mining is an interdisciplinary effort 
that provides significant application in the domain of 
machine learning, image processing, image retrieval, data 
mining, database, computer vision, and artificial 
intelligence [4][5]. Content based tissue image mining was 
proposed by Gholap et al. (2005). Biological data 
management and mining are considerable areas of recent 
biology research. High throughput and huge information 
content are two significant features of any Tissue 
Microarray Analysis (TMA) system. Tissue image mining 
is resourceful and faster if the tissue images are indexed, 
stored and mined on content. A four-level system to exploit 
the knowledge of a pathologist with image examination, 
pattern identification, and artificial intelligence was 
proposed in this approach. At Image Processing and 
Information Level, information such as disparity or color is 
utilized. At Object Level, pathological objects, comprising 
cell constituents, are recognized. At Semantic Level, 
arrangement and configuration of individual cells into 
sheets in a tissue image are examined. At the uppermost 
level, Knowledge Level, supposition of the expert is 
specified. Sanjay et al. (2007) put forth an image mining 
technique using wavelet transform. The author proposed an 
image mining approach using wavelet transform. It uses 
common pattern identical, pattern identification and data 
mining models with the intention that a real life 
scene/image can be associated to a particular category, 
assisting in different prediction and forecasting 
mechanisms. It is a three-step procedure i.e. image 
gathering, learning and classification. Since wavelet 
transform uses time frequency association, it can be utilized 
for image mining as a substitute of Fourier transform [7]. 
The conception of image mining as a consequence can be 
competently used for weather forecasting so that one can 
know the natural disasters that may occur in advance. Late 
fusion strategies do not act at the level of one 
representation for all the media features but rather at the 
level of the similarities among each media. In the late 
fusion, the extracted features of each modality are 
classified using the appropriate classifier then each 
classifier provides the decision. Late fusion was used 
widely in image retrieval systems and there is diversity in 
the proposed methods. The most widely used technique is a 
rule-based method [12] [13] [14] [15] [16] [17] [18]. In 
[18], a Web application called MMRetrieval is proposed. It 
has an online graphical user interface system that brings 
image and text search together to compose a multimodal 
and multilingual query. The modalities are searched in 
parallel, and then the results can be fused via several 

selectable methods. Fusion process consists of two 
components: score normalization and combination. Image 
Re-ranking It is another level for fusing the visual and 
textual modalities. In image re-ranking, it needs first to 
perform the search based on the text query. Then the 
returned list of images is reordered according to the visual 
features similarity. In [14], the cross-reference re-ranking 
strategy is proposed for the refinement of the initial search 
results of text-based video search engines. While [19] 
method deals with the clusters of the modalities, [20] 
proposed a method that constructs a semantic relation 
between text (words) and visual clusters using the ARM 
algorithm. The method proposed in [11] is a Multimodal 
Fusion method based on Association Rules mining 
(MFAR). It is considered as a late fusion. This method 
combines two different data mining techniques for 
retrieving: clustering and association rules mining (ARM) 
algorithm. It uses ARM algorithm to explore the relations 
between text semantic clusters and image visual features 
clusters. The method gives the ability to retrieve images 
that are semantically related by using the extracted visual 
features of the query image and by exploring the related 
ARs from the mining. The results show that the precision 
value of MFAR is better than MMRetrieval system and the 
system without association. 

III.PROPOSED WORK 
      By analyzing above mentioned survey problems 
,proposed method trying to improve accuracy, less memory 
space and fast speed as compare to MFAR Proposed in 
[11].Proposed method input image will be processed and 
saliency map of the image will be found out to detect the 
foreground in the image. Saliency algorithms in content-
based image retrieval are employed to retrieve the most 
important regions of an image with the idea that these 
regions hold the essence of representative information. 
Such regions are then typically analyzed and described for 
future retrieval/ classification tasks rather than the entire 
image itself thus minimizing computational resources 
required after that the low level visual features like color 
map and histogram of foreground and late fusion features 
like are eccentricity (shape type), major axis, minor axis, 
parameter and more features of the image will be found .In 
the database creation module, the database of various input 
will be created and trans-media features namely text label 
for the image will be found out and stored in database and 
in last database evaluation module features along with the 
search label of the image will be input and based on a 
classification association rule mining algorithm , images 
will be retrieved based on score. 
Diagrammatic representations of two important phases are 
as follows: 
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Fig.2 Database Evaluation 

 

IV.CONCLUSION 
      An association based mining approach for retrieving 
image with re-ranking technique is presented in this paper, 
proposed method trying to enhance the image retrieval 
performance by fusing i.e. textual and visual features and 
narrow the semantic gap problem. The proposed method is 
trying to improve accuracy, speed and will provide less 
memory space.  
 

REFERENCES 
[1] V. N. Gudivada, V. V. Raghavan, “Content-Based Image Retrieval 

Systems”, IEEE Computer,September, 18-22, 1995. 
[2] S. A. Stricker, “Bounds for discrimination power of color indexing 

techniques”, Proc. SPIE, pp. 15-24, 1994. 
[3] J. Hafner, H. S. Sawhney, W. Equitz, M. Flickner and W. Niblack, 

“Efficient Color   Histogram Indexing for Quadratic Form Distance 
Functions”, IEEE Trans. Pattern Analysis Machine Intell., Vol. 17, 
No.7, pp. 729-736, 1995. 

[4] M. Flickner, H. Sawhner, W. Niblack, J. Ashley, Q.Huang, B. Dom, 
M. Gorkani, J. Hafner, D. Lee, D. Petrovic, D. Steele, P. Yanker, 
“Query by image video content: the QBIC system”, IEEE 
Computer,September,23-32, 1995. 

[5] P. K. Kaiser, R. M. Boyton, Human Color Vision, Second Ed., 
Washington, D.C.: Optical Society of America, 1996.  

[6] B. Hill, Th. Roger, F. W. Vorhagen, “Comparative analysis of the 
quantization of color spaces on the basis of the CIELAB color-
difference formula”,ACM Transaction on Graphics, Vol. 16, No. 2, 
April, 109-154, 1997. 

[7] H. Zhang, Y. Gong, C. Y. Low, S. W. Smoliar, “Image retrieval based 
on color features: an evaluation study, Proc. of SPIE, 2606, pp. 
176-187,1997. 

[8] C. Z. Ren, R. W. Means, “Context Vector Approach To Image 
Retrieval”, Proc. IEEE ICIP, Vol. 1, No 407, 1997. 

[9] Zhang, H.,1995, Image retrieval based on color features: an evaluation 
study,     Proceedings of SPIE, pp. 212-220. 

 [14] Sathya Bama, B., Mohana, Valli S., Raju, S. and Abhai Kumar, V., 
2011, “Content Based   Leaf Image Retrieval Using Shape, Color 
And Texture Features”, Indian Journal of Computer Science and 
Engineering (IJCSE), ISSN : 0976-5166 Vol. 2 No. 2, pp. 202-211 

[15] Raniah A. Alghamdi ,Mounira Taileb, Mohammad Ameen,” A New 
Multimodal Fusion Method  Based on Association Rules Mining 
for Image Retrieval”, 17th IEEE Mediterranean Electrotechnical 
Conference, Beirut, Lebanon, 13-16 April 2014 

[16] C. Lau, D. Tjondronegoro, J. Zhang, S. Geva, and Y. Liu, “Fusing 
visual and textual retrieval      techniques to effectively search large 
collections of wikipedia images" 2007, p. 345-357. 

[17]  H. Frigui, J. Caudill, and A. Ben Abdallah. “Fusion of multimodal 
features for effiecient content-based image retrieval.”, IEEE World 
Congress on Computational Intelligence, pp. 1992-1998, 2008 

[18] I. Bartolini and P. Ciaccia., “Scenique: a multimodal image retrieval 
interface”, in Proceedings of the working conference on Advanced 
visual interfaces, 2008, ACM, Italy. pp. 476-477. 

[19] X. Zhou, A. Depeursinge, and H. Müller, "Information fusion for 
combining visual and textual image retrieval," in Proceedings of 
the 20th International Conference on Recognizing Patterns in 
Signals, Speech, Images, and Videos, 2010, pp. 1590-3. 

[20] H. Tong , J. R. He , M. J. Li , C. S. Zhang and W. Y. Ma, "Graph-
based multi-modality learning", Proc. ACM Multimedia, 2005, 
pp.862 -871. 

[21] H.J. Escalante, C. Hernandez, E. Sucar, M. Montes, “Late fusion of 
heterogeneous methods for multimedia image retrieval”, In: Proc. 
of MIR, ACM, Vancouver, Canada, 2008, pp. 172–179. 

[22] K. Zagoris , A. Arampatzis, S. A. Chatzichristofis, 
“www.MMRetrieval.net: a multimodal search engine”, 
Proceedings of the Third International Conference on Similarity 
Search and APplications, 2010, Turkey. 

[23] S. Wei , Y. Zhao , Z. Zhu , N. Liu, “Multimodal Fusion for Video 
Search Reranking”, IEEE Transactions on Knowledge and Data 
Engineering, 2010, v.22 n.8, p.1191-1199. 

[24] R. He, N. Xiong, L. Yang, J. Park, “Using multi-modal semantic     
association rules to fuse keywords and visual features automatically 
for web image retrieval”. In: International conference on 
information fusion. 2011. 

 
 

 

Morpholog
y 

Saliency 
map 

Low level 
feature 

i

Classifier Input text 

Yugandhara A.Thakare et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 5 (6) , 2014, 7643-7645

www.ijcsit.com 7645




